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3.1 Introduction
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Figure 3.1: Illustration of the generic behavior of the nuclear ratioRA
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2
as a function of x for a given fixed Q2 [143].

while others are based on DGLAP evolution of nuclear ratios of parton densities
fA
i (x,Q

2). es verdad en este contexto?

Paralleling the determination of proton PDFs, several global QCD analyses
of nPDFs have been made within the last decade [162, 163, 164, 165, 166] based
on DGLAP evolution: nuclear ratios are parametrized at some value Q2

o ∼ 1÷ 2
GeV2 which is assumed to be large enough for perturbative DGLAP evolution
to be applied. These initial parametrizations for every parton density have to
cover the full x range 0 < x < 1. The nuclear size appears as an additional
variable. Then these initial conditions are evolved through DGLAP equations
towards larger values of Q2 where there are experimental data. Comparing the
data and the calculation the initial parameters are adjusted.

Up until recently, these analyses were based solely on fixed-target nuclear DIS
and DY data. Compared to the data constraining proton PDFs, these are of
lower precision and lie in a much more limited range of Q2 and x. Constraints on
nuclear gluon distribution functions are particularly poor, since they cannot be
obtained from the absolute values of DIS structure functions, but only from their
logarithmic Q2-evolution, for which a wideQ2-range is mandatory. To improve on
this deficiency, recent global nPDF analysis [162, 163] have included for the first
time data from inclusive high-pT hadron production in hadron-nucleus scattering
measured at RHIC [167, 168, 169].

However, in contrast to the theoretical basis for global analyses of proton
PDFs, the separability of nuclear effects into process-independent nPDFs and
process-dependent but A-independent hard processes is not established within
the framework of collinear factorized QCD. In particular, some of the charac-
teristic nuclear dependencies in hadron-nucleus collisions, such as the Cronin
effect [49], may have a dynamical origin that cannot, or can only partly, be ab-
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Nuclei behave differently to a simple 
incoherent superposition of nucleons:

The EMC effect 1261

Figure 6. Cross-section ratios compared with deuterium for SLAC data from Gomez et al (1994)
(!) and Stein et al (1975) updated by Rock and Bosted (2001) (") for Be, Al, Fe and Au. Data
were also taken on He, C, Ca and Ag by Gomez et al.

scattering have to be subtracted, and the effect of Pauli blocking on the quasielastic tail taken
into account.

4.2. Neutrino measurements

Results from many neutrino experiments have been reported. Comparison of structure
functions between heavy nuclei and deuterium or hydrogen all suffer from large statistical
uncertainties because of low event-rates on light targets. Results have been obtained from the
CDHS experiment (Abramowicz et al 1984), the BEBC-TST experiment (Parker et al 1984),
the BEBC experiments WA25 and WA59 (Cooper et al 1984, Guy et al 1987) and the 15 ft
bubble chamber at Fermilab (Ammosov et al 1984, Hanlon et al 1985). The bubble chamber
experiments compared hydrogen or deuterium with neon. While detailed comparisons with
electron and muon data are made difficult because of the limited statistics, the trends are of
an ‘EMC ratio’ somewhat below unity for x < 0.1 (in contradiction with the original EMC
result of Aubert et al (1983b)), a rise above unity for 0.1 < x < 0.3 and a steady fall beyond.
The data are at considerably lower Q2 than EMC, and any differences could conceivably be
attributed to a Q2-dependence of the effect. Nevertheless, there is no Q2-dependence visible in
the neutrino data on ratios of structure functions between neon on the one hand and hydrogen
or deuterium on the other.

As mentioned in section 2, the chief value of neutrino data is in the separation of sea and
valence contributions to the structure functions. The sea enhancement in Fe over H, integrated
over all x, found by CDHS (Abramowicz et al 1984) was 1.10±0.11(stat)±0.07(syst). Little
conclusion can be drawn because of the large errors, but it is clear that a large sea enhancement
is not favoured. The BEBC experiment has attempted to parametrize the sea distribution as a
function of x. The ratio on the sea distribution of neon and deuterium is found to be 0.92±0.05,
assuming RNe = RD and no change in shape of the sea, and 0.88 ± 0.07 if only the former
is assumed (Guy et al 1987). The absence of an enhancement of the sea is independent of

R(Be/D) R(Al/D)

R(Au/D)R(Fe/D)

x x

xx SLAC: Gomez et al
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x ! 0.3: EMC effect and Fermi motion

x

!
C
/!
D

Q
2
=4.06

Q
2
=4.50

Q
2
=4.83

Q
2
=5.33

Q
2
=6.05

0.9

1

1.1

1.2

0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9

FIG. 1: Shown are the EMC ratios for the five highest Q2 settings ( Q2 quoted at x=0.75) for
12C. The solid curve is the SLAC E139 fit to the Carbon EMC ratio.

improved measurements of the EMC effect, focusing on large x, where Fermi motion and

binding are believed to be the dominant effects, and for light nuclei, where the uncertainties

in the nuclear structure are smaller, thus reducing uncertainties in comparisons to calcu-

lations of the EMC effect. The majority of the data were taken with an electron beam

energy of 5.766 GeV with beam currents ranging from 30 to 80 µA. The cryogenic targets
1H, 2H,3He,4He and solid targets Be, C, Cu and Au were studied. Data for all targets were

taken at electron scattering angles of 40◦ and 50◦, covering a Q2 range 3 (GeV/c)2 at x = 0.3

and 6 (GeV/c)2 at x = 0.9. At high x, the kinematics were not in the conventional DIS

region, so additional data at 4 other angles covering 18◦ to 32◦ were collected at a beam

energy of 5.766 GeV. Data were also collected for a detailedQ2 dependency study at 4 angles

on C and 2H, at a beam energy of 5.01 GeV. Scattered electrons were detected in the High

Momentum Spectrometer. Details about the experiment and the EMC ratio extraction can

be found in [8, 9].

The E03103 data are in the conventional DIS (W 2 > 4 GeV2) region up to x ≈ 0.6 as

shown in Figure 5. While the JLab data were at somewhat lower Q2 values than SLAC

E139 (which took data mainly at 5 and 10 GeV2), we obtained high precision at larger x

values by making measurements at somewhat lower W 2 values. Data were also taken at

several energy and angle settings, to map out the Q2 dependence of the ratios and cross

sections in detail, allowing us to verify that our data were interpretable in the context of

quark distributions in nuclei. Although there were indications [11] that the nuclear structure

functions in the resonance region show the same global behavior as in the DIS region, this

was explicitly tested using E03103 data. These studies show that the cross section ratios

scale to low values of Q2 and W . As seen in Figure 1, the C to 2H ratio for the five highest

3

EMC effect: “Valence quarks carry less 
momentum in a bound nucleon”

Fermi motion (and other collective effects as short-
range correlations) enhance scattering around 

(and beyond!) the kinematic limit in proton

* Nuclear structure effects:
       Nuclear binding
       Fermi motion and short range NN correlations

* Non-nucleonic d.o.f. in the nucleus wave function:
       Mesons (pions...), 
       Coherent photon field ~ Z2, 
       Multiquark (6q, 9q...) clusters
 
* Modification of the bound nucleon structure function
       Change of QCD scale in nucleus (nucleon swelling)
       Modified quark di-quark distributions inside nucleons 
       transparency
       Quark-nucleon models: QSM, QCM....
       

See talks by 
Ian C. Cloet P.S III
Sergey Kulagin, Or Hen, 
Ran Shneor P.S IX

recent JLAB data

No universally accepted explanation yet...
Phys. Rev. Lett. 103, 202301 (2009).
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EMC effect: (A, Q2)-dependence

important for nuclei with a small EMC effect, we quantify the size of the EMC effect based

on the slope of the EMC ratio in the linear region between x = 0.35 and x = 0.7. For the

nuclear density of these light nuclei, the assumption of a uniform sphere density distribution,

as used in the SLAC fits, is not a good approximation. We take the density distributions

calculated from the ab initio Green’s Function Monte Carlo calculations [15] to calculate

the average density for each nucleus. We choose to scale down this average nuclear density

by a factor of (A-1)/A, based on the idea that each nucleon is only influenced by the other

(A-1) nucleons.

FIG. 4: The figure shows the slope of the isoscalar EMC ratios for 0.35 < x <0.7 as a function of

scaled nuclear density.

Note that 3He and 9Be have similar average densities, which are significantly lower than

the densities for 4He and 12C. If the data behaved according to the A-dependent fit [2], one

would expect 3He and 4He to be similar in magnitude and roughly a factor of two lower

than 9Be and 12C. The density-dependent fit would predict similar values for 4He and 12C,

with significantly lower effects for 3He and 9Be. The E03103 results show 3He has a much

smaller EMC effect than either 4He or 9Be, suggesting that neither the mass-dependent or

density-dependent parameterizations describe these light nuclei.

While neither of these simple models for the scaling of the EMC effect accurately describe

the light nuclei results, the data are consistent with the idea that the nearby nucleons are

most important. The structure of 9Be includes a significant component with two alpha

clusters and one excess neutron. In this picture, most of the nucleons are bound in these

tight clusters, and thus the local environment of the nucleons is similar to 4He, even though

the average density is quite low. This suggests that these clustering effects and the local

environment may be important, and clearly shows that calculations of the EMC effect must

take into account the detailed nuclear structure. There has been some recent work by
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FIG. 1: Shown are the EMC ratios for the five highest Q2 settings ( Q2 quoted at x=0.75) for
12C. The solid curve is the SLAC E139 fit to the Carbon EMC ratio.

improved measurements of the EMC effect, focusing on large x, where Fermi motion and

binding are believed to be the dominant effects, and for light nuclei, where the uncertainties

in the nuclear structure are smaller, thus reducing uncertainties in comparisons to calcu-

lations of the EMC effect. The majority of the data were taken with an electron beam

energy of 5.766 GeV with beam currents ranging from 30 to 80 µA. The cryogenic targets
1H, 2H,3He,4He and solid targets Be, C, Cu and Au were studied. Data for all targets were

taken at electron scattering angles of 40◦ and 50◦, covering a Q2 range 3 (GeV/c)2 at x = 0.3

and 6 (GeV/c)2 at x = 0.9. At high x, the kinematics were not in the conventional DIS

region, so additional data at 4 other angles covering 18◦ to 32◦ were collected at a beam

energy of 5.766 GeV. Data were also collected for a detailedQ2 dependency study at 4 angles

on C and 2H, at a beam energy of 5.01 GeV. Scattered electrons were detected in the High

Momentum Spectrometer. Details about the experiment and the EMC ratio extraction can

be found in [8, 9].

The E03103 data are in the conventional DIS (W 2 > 4 GeV2) region up to x ≈ 0.6 as

shown in Figure 5. While the JLab data were at somewhat lower Q2 values than SLAC

E139 (which took data mainly at 5 and 10 GeV2), we obtained high precision at larger x

values by making measurements at somewhat lower W 2 values. Data were also taken at

several energy and angle settings, to map out the Q2 dependence of the ratios and cross

sections in detail, allowing us to verify that our data were interpretable in the context of

quark distributions in nuclei. Although there were indications [11] that the nuclear structure

functions in the resonance region show the same global behavior as in the DIS region, this

was explicitly tested using E03103 data. These studies show that the cross section ratios

scale to low values of Q2 and W . As seen in Figure 1, the C to 2H ratio for the five highest
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minimum of EMC ratio x-slope of EMC ratio

minimum
slope

Phys. Rev. Lett. 103, 202301 (2009).
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(Anti-)Shadowing

Antishadowing: Originates from baryon number / momentum sum rules

Nucleus Rest Frame

corresponding to the simple addition of its constituent nucleons is commonly refered

to as the EMC effect [17, 18].

Whether there is enhancement or suppression of the nuclear structure functions with

respect to those of the nucleon depends on the kinematical region of interest. The

general Bjorken-x dependence of such modification is as follows:

RNA

1

x

• RAN > 1 for x→ 1.

• RAN < 1 for 0.3 ! x ! 0.8.

• RAN > 1 for 0.1 ! x ! 0.25.

• RAN < 1 for x ! 0.05

At high energies, small-x, nuclear structure functions are suppressed with respect to

those in a nucleon. This phenomenon is known as nuclear shadowing, and its physical

interpretation depends strongly on the choice of the reference frame. In a frame in

which the nucleus is fast moving, the infinite momentum frame, the constituent nucle-

ons necessarily overlap due to Lorentz contraction and partons associated to different

nucleons can interact with each other, as shown in Figure 2, which can result in gluon

recombination.

A A

γ∗ γ∗

Ν Ν
. . .

~ 1/(m  x) >>RN Alc

 
v

R/ γR

IMF r. f. at rest

Figure 2: Picture of nuclear shadowing in the infinite momentum frame (left), and in

a reference system at rest (right).

12

Shadowing is interpreted as due to coherent interaction with more than one nucleon:
 Different models vary in
      * Resummation strategy: leading vs higher twists.  
      * Degree of coherence (eikonal vs finite coherence)
      * Dynamic description of single scattering: 
        meson / reggeon vs quarks/ gluons d.o.f 
      * Intermediate states: 
        elastic (Glauber) vs inelastic (Gribov) 

Below 10-2 different 
models diverge wildly!

Need of reliable 
extrapolation tools 
towards smaller x!
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12

Shadowing is interpreted as due to coherent interaction with more than one nucleon:

 Different models vary in
      * Resummation strategy: leading vs higher twists.  
      * Degree of coherence (eikonal vs finite coherence)
      * Dynamic description of single scattering: 
        meson / reggeon vs quarks/ gluons d.o.f 
      * Intermediate states: 
        elastic (Glauber) vs inelastic (Gribov) 

Geometric scaling of nuclear structure 
functions in the shadowing region

Armesto-Salgado-Wiedemann
Phys.Rev.Lett.94:022002,2005.

σγ∗A(x, Q2)→ σ(τA = Q2/Q2
sA(x))

Q2
sA(x) ∝ x−0.288Aβ>1/3
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Non-linear small-x evolution & Color Glass Condensate
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ln

Low 

Q

DGLAP

Recent calculation of running coupling and full NLO corrections to the JIMWLK kernel
Balitsky-Chirilli; Kovchegov-Weigert, Gardi et al. 

LO: αs ln(1/x) “NLO”  “NLO” resummed to all orders  

“BK-JIMWLK”

Non-linear recombination corrections in the high-
density regime are demanded by UNITARITY 

∂φ(x,kt)
∂ ln(x0/x)

≈ K ⊗ φ(x,kt)− φ(x,kt)2

Factorization only possible in certain cases 
talk by F. Dominguez

radiation (BFKL) recombination

Nuclear enhancement: Q2
sA ≈ A1/3Q2

sp
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DGLAP dynamics: Global nuclear pdf (nPDFʼs) fits
* Main assumptions:       
       Collinear factorization holds in nuclear processes
       ALL the nuclear effects are encoded in nuclear modification factors RA(x,Q2)

       Q2-evolution calculated according to DGLAP. Some proton pdf set used as a baseline
       x-dependence of nPDFʼs is parametrized at some initial scale Q2~2-4 GeV2

0 < x < 1

fi/A(x, Q2) = fi/N (x, Q2)Ri/A(x, Q2)

valence sea gluon
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Figure 9: The computed RdAu (thick black line and blue error band) at y = 0 for inclusive
pion production compared with the PHENIX [28] data (open squares). The error bars are the
statistical uncertainties, and the yellow band indicate the point-to-point systematic errors.
The additional 10% overall normalization uncertainty in the data is not shown. The data
have been multiplied by the optimized normalization factor fN = 1.03, which is an output
of our analysis. Also the STAR data [50] (open circles) multiplied by a normalization factor
fN = 0.90 are shown for comparison.
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DGLAP dynamics: Global nuclear pdf (nPDFʼs) fits
* Main assumptions:       
       Collinear factorization holds in nuclear processes
       ALL the nuclear effects are encoded in nuclear modification factors RA(x,Q2)

       Q2-evolution calculated according to DGLAP. Some proton pdf set used as a baseline
       x-dependence of nPDFʼs is parametrized at some initial scale Q2~2-4 GeV2

0 < x < 1

fi/A(x, Q2) = fi/N (x, Q2)Ri/A(x, Q2)
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The additional 10% overall normalization uncertainty in the data is not shown. The data
have been multiplied by the optimized normalization factor fN = 1.03, which is an output
of our analysis. Also the STAR data [50] (open circles) multiplied by a normalization factor
fN = 0.90 are shown for comparison.
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Constrained by DIS
Constrained by DY
Constrained by sum rules
Assumptions i.c.
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DGLAP dynamics: Global nuclear pdf (nPDFʼs) fits
* Main assumptions:       
       Collinear factorization holds in nuclear processes
       ALL the nuclear effects are encoded in nuclear modification factors RA(x,Q2)

       Q2-evolution calculated according to DGLAP. Some proton pdf set used as a baseline
       x-dependence of nPDFʼs is parametrized at some initial scale Q2~2-4 GeV2

0 < x < 1

fi/A(x, Q2) = fi/N (x, Q2)Ri/A(x, Q2)

valence sea gluon

2 4 6 8 10 12 14 16
0.7

0.8

0.9

1.0

1.1

1.2

1.3

1.4

PHENIX 2007
0

STAR 2006
+
+

-

EPS09NLO

[GeV]

R
d
A
u

y=0

Figure 9: The computed RdAu (thick black line and blue error band) at y = 0 for inclusive
pion production compared with the PHENIX [28] data (open squares). The error bars are the
statistical uncertainties, and the yellow band indicate the point-to-point systematic errors.
The additional 10% overall normalization uncertainty in the data is not shown. The data
have been multiplied by the optimized normalization factor fN = 1.03, which is an output
of our analysis. Also the STAR data [50] (open circles) multiplied by a normalization factor
fN = 0.90 are shown for comparison.

0.2

0.4

0.6

0.8

1.0

1.2

1.4

0.2

0.4

0.6

0.8

1.0

1.2

1.4

10
-4

10
-3

10
-2

10
-1

1
0.0

0.2

0.4

0.6

0.8

1.0

1.2

1.4

10
-4

10
-3

10
-2

10
-1

10
-4

10
-3

10
-2

10
-10.0

0.2

0.4

0.6

0.8

1.0

1.2

1.4

This work, EPS09NLO

HKN07 (NLO)

nDS (NLO)

Q
2
=100 GeV

2

Q
2
=1.69 GeV

2

Pb Pb Pb

(
,

2
=
1
0
0
G
eV

2
)

P
b

(
,

2
=
1
.6
9
G
eV

2
)

P
b

Figure 10: Comparison of the average valence and sea quark, and gluon modifications at
Q2 = 1.69GeV2 and Q2 = 100GeV2 for Pb nucleus from the NLO global DGLAP analyses
HKN07 [5], nDS [6] and this work, EPS09NLO.

18

2 4 6 8 10 12 14 16
0.7

0.8

0.9

1.0

1.1

1.2

1.3

1.4

PHENIX 2007
0

STAR 2006
+
+

-

EPS09NLO

[GeV]

R
d
A
u

y=0

Figure 9: The computed RdAu (thick black line and blue error band) at y = 0 for inclusive
pion production compared with the PHENIX [28] data (open squares). The error bars are the
statistical uncertainties, and the yellow band indicate the point-to-point systematic errors.
The additional 10% overall normalization uncertainty in the data is not shown. The data
have been multiplied by the optimized normalization factor fN = 1.03, which is an output
of our analysis. Also the STAR data [50] (open circles) multiplied by a normalization factor
fN = 0.90 are shown for comparison.

0.2

0.4

0.6

0.8

1.0

1.2

1.4

0.2

0.4

0.6

0.8

1.0

1.2

1.4

10
-4

10
-3

10
-2

10
-1

1
0.0

0.2

0.4

0.6

0.8

1.0

1.2

1.4

10
-4

10
-3

10
-2

10
-1

10
-4

10
-3

10
-2

10
-10.0

0.2

0.4

0.6

0.8

1.0

1.2

1.4

This work, EPS09NLO

HKN07 (NLO)

nDS (NLO)

Q
2
=100 GeV

2

Q
2
=1.69 GeV

2

Pb Pb Pb
(
,

2
=
1
0
0
G
eV

2
)

P
b

(
,

2
=
1
.6
9
G
eV

2
)

P
b

Figure 10: Comparison of the average valence and sea quark, and gluon modifications at
Q2 = 1.69GeV2 and Q2 = 100GeV2 for Pb nucleus from the NLO global DGLAP analyses
HKN07 [5], nDS [6] and this work, EPS09NLO.

18

2 4 6 8 10 12 14 16
0.7

0.8

0.9

1.0

1.1

1.2

1.3

1.4

PHENIX 2007
0

STAR 2006
+
+

-

EPS09NLO

[GeV]

R
d
A
u

y=0

Figure 9: The computed RdAu (thick black line and blue error band) at y = 0 for inclusive
pion production compared with the PHENIX [28] data (open squares). The error bars are the
statistical uncertainties, and the yellow band indicate the point-to-point systematic errors.
The additional 10% overall normalization uncertainty in the data is not shown. The data
have been multiplied by the optimized normalization factor fN = 1.03, which is an output
of our analysis. Also the STAR data [50] (open circles) multiplied by a normalization factor
fN = 0.90 are shown for comparison.

0.2

0.4

0.6

0.8

1.0

1.2

1.4

0.2

0.4

0.6

0.8

1.0

1.2

1.4

10
-4

10
-3

10
-2

10
-1

1
0.0

0.2

0.4

0.6

0.8

1.0

1.2

1.4

10
-4

10
-3

10
-2

10
-1

10
-4

10
-3

10
-2

10
-10.0

0.2

0.4

0.6

0.8

1.0

1.2

1.4

This work, EPS09NLO

HKN07 (NLO)

nDS (NLO)

Q
2
=100 GeV

2

Q
2
=1.69 GeV

2

Pb Pb Pb

(
,

2
=
1
0
0
G
eV

2
)

P
b

(
,

2
=
1
.6
9
G
eV

2
)

P
b

Figure 10: Comparison of the average valence and sea quark, and gluon modifications at
Q2 = 1.69GeV2 and Q2 = 100GeV2 for Pb nucleus from the NLO global DGLAP analyses
HKN07 [5], nDS [6] and this work, EPS09NLO.

18

So far, the factorization assumption seems to work, with maybe two exceptions
        - Forward RHIC data (next)
        - neutrino-A data (talk by Karol Kovarik) 
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Hadron colliders: p(d)+A and A+A 
They provide access to a much larger kinematic region than available DIS nuclear data

p-A collisions (or “Cold Nuclear Matter” effects) provide a crucial baseline for the 
characterization of the “Quark Gluon Plasma” formed in A+A collisions

Hadron phase

QGP

Observed hadrons
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Eskola-Paukkunen-Salgado

shadowing
antishadowing

EMC

Accardi-Gyulassy

Multiple rescatterings

RHIC d+Au data at mid-rapidity: Moderate to high-x

Mid-rapidity data can be well described in terms of nPDFʼs + collinear factorization
Other approaches based on resummation of multiple scatterings also work well

(k, y)
x1(2) ∼

mt√
s

exp(± yh)

RdAu =
1

Ncoll

Yield in dAu
Yield in pp
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RHIC d+Au data at forward rapidity
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NLO-CGC
JLA & C. Marquet

nPDF’s Eskola-Paukkunen-Salgado 

⇒

• nPDFʼs description of forward suppression 
involves a huge nuclear shadowing at small-x

CGC

• Forward suppression predicted and well 
described in the CGC framework in terms of 
non-linear running coupling BK evolution

x1(2) ∼
mt√

s
exp(± yh)
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RHIC d+Au data at forward rapidity
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nPDF’s
Eskola-Paukkunen-Salgado 

⇒

• nPDFʼs description of forward suppression 
involves a huge nuclear shadowing at small-x

CGC

Forward suppression well described in terms 
of non-linear rcBK evolution (CGC)

Alternatively: Energy-loss (large-x effect). Target dependence -> breakdown of factorization
Frankfurt & Strickman, Kopeliovich et al

P (∆y) ≈ e−nG(∆y) ≈ (1− xF )#
Probability of not losing energy: 
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RHIC d+Au data at forward rapidity
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⇒
CGC

• p-Pb collisions at the LHC probe both 
the target and the projectile at small-x 
already at mid-rapidity
  
• CGC calculations agree to predict a 
sizable suppression (~0.5) at y=0 in pPb 
at the LHC

• So, is RHIC forward suppression a 
small-x2 (CGC) or a large-xF (energy 
conservation) effect??
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p+Pb @ LHC 
√

sNN = 8.8 TeV

Fig by C. Salgado 

19



Forward di-hadron correlations in 
d+Au collisions at RHIC

Δφ=0

(near side) Δφ=π
(away side)

(rad)

➡ “Coincidence probability” at measured by STAR Coll. at forward rapidities:

CP (∆φ) =
1

Ntrig

dNpair

d∆φ
∆φ

trigger

➡ Absence of away particle in d+Au coll.
                          “monojets”

➡ Away peak is present in p+p coll.

d+Au central

p+p

trigger

associated

(k1, y1)
(k2, y2) xA =

|k1| e−y1 + |k2| e−y2

√
s
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Forward di-hadron correlations in d+Au collisions at RHIC
➡ “Coincidence probability” at measured by STAR Coll. at forward rapidities:

CP (∆φ) =
1

Ntrig

dNpair

d∆φ
∆φ

trigger

➡ This is well described in terms of CGC calculations. Higher twists (multiple rescatterings 
controlled by the saturation scale) induce the angular decorrelation

trigger

associated

➡ Cannot be described in terms of standard DGLAP calculations
➡ Role of multiparton interactions may also be important

Increasing 
Qs 
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Multiplicities in A+A collisions

Both RHIC Au+Au and LHC Pb+Pb multiplicites indicate strong coherence or initial state effects:
i.e they are very reduced w.r.t to a simple superposition of N+N collisions

Centrality dependence

6

multiplicity is found to be very similar for
√

sNN = 2.76 TeV and
√

sNN = 0.2 TeV.

Fig. 3: Comparison of (dNch/dη)/
(
〈Npart〉/2

)
with model calculations for Pb–Pb at

√
sNN = 2.76 TeV. Uncer-

tainties in the data are shown as in Fig. 2.

Theoretical descriptions of particle production in nuclear collisions fall into two broad categories: two-
component models combining perturbative QCD processes (e.g. jets and mini-jets) with soft interactions,
and saturation models with various parametrizations for the energy and centrality dependence of the
saturation scale. In Fig. 3 we compare the measured (dNch/dη)/

(
〈Npart〉/2

)
with model predictions. A

calculation based on the two-component Dual Parton Model (DPMJET [10], with string fusion) exhibits
a stronger rise with centrality than observed. The two-component Hijing 2.0 model [25], which has been
tuned [11]1 to high-energy pp [19, 23] and central Pb–Pb data [2], reasonably describes the data. This
model includes a strong impact parameter dependent gluon shadowing which limits the rise of particle
production with centrality. The remaining models show a weak dependence of multiplicity on centrality.
They are all different implementations of the saturation picture, where the number of soft gluons available
for scattering and particle production is reduced by nonlinear interactions and parton recombination. A
geometrical scaling model with a strong dependence of the saturation scale on nuclear mass and collision
energy [12] predicts a rather weak variation with centrality. The centrality dependence is well reproduced
by saturation models [13] and [14]1, although the former overpredicts the magnitude.

In summary, the measurement of the centrality dependence of the charged-particle multiplicity density at
mid-rapidity in Pb–Pb collisions at

√
sNN = 2.76 TeV has been presented. The charged-particle density

normalized per participating nucleon pair increases by about a factor 2 from peripheral (70–80%) to
central (0–5%) collisions. The dependence of the multiplicity on centrality is strikingly similar for the
data at

√
sNN = 2.76 TeV and

√
sNN = 0.2 TeV. Theoretical descriptions that include a taming of the

multiplicity evolution with centrality are favoured by the data.
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1Published after the most central dNch/dη value [2] was known.

{
{

MC

Saturation 
   CGC

1
Npart

dNch

dη

∣∣∣∣
η=0

∝ s0.15 f(Npart)

dNAA

dη

∣∣∣∣
η=0

∝ Q2
sA(
√

s, b) ∼
√

s
λ

Npart

Monte Carlo generators: Soft+Hard components.
                     - Strong energy dependence of the separation scale
                     - Large nuclear shadowing with strong b-dependence                     

CGC: Saturation effects strongly reduce the flux of incoming scattering centers (gluons) 

Empirically

KLN model: kt-factorization+CGC
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Summary

Thanks!!!

➡ Data on DIS and DY on nuclei show a very rich structure, relating different phenomena from 
nuclear physics (EMC effect) to novel QCD phenomena as saturation (small-x)

➡ EIC or LHeC needed to parallel the precision reached in proton studies

➡ Forward RHIC data on single and double inclusive production (and ν-A data?) seem to 
indicate breakdown of collinear factorization in nuclear processes and is indicative (though not 
conclusive) of the onset of the CGC regime

➡ So, the field is open for progress both at the theoretical and experimental level and in all 
directions in the kinematic (x,Q2)-plane

➡ New JLAB 12 GeV run and LHC Pb+Pb (and p+Pb?) data will provide further constrains on 
nuclear structure. 

➡ My apologies for many interesting topics not covered in this talk...
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RHIC  Kinematics:

At RHIC energies, forward measurements needed to isolate small-x 
(<0.01) effects

• single particle production: Small-x ~ forward production

• double inclusive production: Small-x ~ two particles in the forward region!

x1(2) ∼
mt√

s
exp(± yh)

(k, y)

xp =
|k1|ey1 + |k2|ey2

√
s

(k1, y1), (k2, y2)

xA =
|k1| e−y1 + |k2| e−y2

√
s

d+Au and p+p collisions at RHIC
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