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In 2016 Deuterium-Gold beams energy scan at RHIC, we employed Hydrogen Jet Polarime-
ter (HJET) to measure analyzing power of polarized proton scattering on Deuterium and Gold.
The experiment was performed in parallel with the main RHIC program. The measurements
were done in the 0.002 < −t < 0.020 (GeV/c)2 momentum transfer range at 4 beam energies
9.8, 19.5, 31.2, and 100.3 GeV/n. The sources of systematic errors are discussed. Preliminary re-
sults for similar measurements of proton scattering on p, Au, and Al at 100 GeV obtained in RHIC
Run15 are also presented.

I. INTRODUCTION

A spin correlated asymmetry in elastic scattering of
transversely polarized proton on unpolarized target may
be parametrized as

d2σ

dtdϕ
=

1

2π

dσ

dt

[
1 +AN (t)P sinϕ

]
(1)

where ϕ is angle between vectors of incident proton spin
and transverse momentum of scattered proton, P is the
beam proton polarization, and AN (t) is analyzing power.

The asymmetry AN originates from interference of
spin-flip and non-spin-nonflip amplitudes of proton-
nucleus scattering. Experimental study of AN (t) in high
energy proton scattering on nucleus at low momentum
transfer (Coulomb-nuclear interference region, CNI) is in-
teresting because (i) it involves application of QCD in a
kinematical region where non-pertubative effects are im-
portant [1] and (ii) detailed understanding of analyzing
power is essential for polarimetry, e.g. at RHIC [2].

In 2016, RHIC operation included 5 weeks of
Deuterium-Gold energy scan at 4 beam energies (Ebeam)
9.8, 19.5, 31.2, and 100.3 GeV/n [3]. We used this op-
portunity to measure p↑d and p↑Au analyzing power.
The measurements were done with HJET polarimeter [4]
in a background mode, i.e. in parallel with the main
RHIC program. Scattering of the beam nucleus with en-
ergy Ebeam on the polarized proton target is equivalent
to the scattering of proton with energy

Ep = Ebeam
mpN

M
≈ Ebeam (2)

on the nucleus in rest. Here, mp is proton mass, M is
nucleus mass, andN is number of nucleons in the nucleus.
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FIG. 1. A schematic view of HJET polarimeter. 8 Silicon de-
tectors, 12 readout channels each, are optionally referred as
blue and yellow depending on which RHIC beam they mea-
sure.

II. HJET POLARIMETER

HJET polarimeter, commissioned in 2004, was de-
signed to measure absolute polarization of 24-250 GeV/c
proton beams at RHIC with systematic errors better than
∆P/P . 0.05. The main HJET components are Polar-
ized Atomic Hydrogen Gas Jet Target, Breit-Ruby po-
larimeter to measure hydrogen atoms polarization, and
recoil spectrometer. Both RHIC beams, blue (Deuterium
in Run 16) and yellow (Gold), are measured simultane-
ously. The polarimeter geometry is sketched in Fig. 1.

The nuclear polarization of the hydrogen atoms in the
jet, Pjet = 0.958± 0.001, is known with a high accuracy.
The jet density profile in horizontal direction is well ap-
proximated by Gaussian distribution (σ ≈ 2.6 mm) with
1.2×1012 atoms/cm2 in the center. In the measurements,
the jet polarization is reversed every 5 minutes.

To detect recoil protons, we use 8 pairs of Si wafers
(12 vertically oriented strips of 3.75x45 mm2 size, 470 µm
thickness, ∼0.37 mg/cm2 uniform dead-layer). For elas-
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FIG. 2. Signal waveform in HJET
(black histogram). The red line indi-
cates the time interval which is used in
the waveform fit. The green line is the
waveform function W (t) beyond this in-
terval. The sample time is about 4.1 ns.
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FIG. 3. Signal amplitude distribution
in the α-source calibration.
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FIG. 4. Event selection cut (solid red
line) to separate punched-through and
stopped protons for the 0.5 < TR <
13 MeV energy range. No other cuts
had been applied in this plot.

tic scattering, the spectrometer geometry allows us to
detect recoil protons with kinetic energy up to TR ≈
10-11 MeV which corresponds to momentum transfer
−t = 2mpTR . 0.020 (GeV/c)2. Protons with energy
above 7.8 MeV punch through the Si detector (only part
of the proton kinetic energy is detected).

For signal readout we use 12 bit 250 MHz FADC250
wave-form digitizers [5]. A full waveform (80 samples)
is recorded for every signal above ∼ 0.5 MeV threshold
(Fig. 2). In the data analysis, the signal shape was
parametrized by the following function

W (t) = p+A (t− ti)n exp

(
− t− ti

τs

)
(3)

The maximum amplitude time tm is related to the signal
start time ti as tm = ti + nτs.

III. ENERGY CALIBRATION OF SI
DETECTORS

For energy calibration, all Si strips are exposed by
α-particles from two sources, 148Gd (3.183 MeV) and
241Am (5.486 MeV). A typical signal amplitude distri-
bution in a Si strip is shown in Fig. 3.

Two different energies of α-particles allows us to deter-
mine both gain g ∼ 2.5 keV/cnt and dead-layer thickness
xDL ∼ 0.37 mg/cm2 in every Si strip. Energy resolution
σE ∼ 20 keV is dominated by electronic noise.

To separate punched-through and stopped protons
with the same measured signal amplitude we analyzed
the waveform shape. For that, the dependence of signal
amplitude A and waveform shape parameters n and τs on
proton kinetic energy TR was simulated [7, 8]. The simu-
lation parametrization was adjusted using α-calibration
data. For every pair of measured parameters A and n
(within good event selection cut) the corresponding recoil
proton kinetic energy was determined. The A-n based
event selection is illustrated in Fig. 4, n(α) is the wave-
form shape parameter n measured in α-calibration.

IV. EVENT SELECTION

A typical measured time-amplitude distribution in a
silicon strip is shown in Fig. 5. To study spin correlated
asymmetries we have to isolate elastic events.

First, we have to verify that detected particle is a pro-
ton. For that, we compare the measured signal time t
with expected time for recoil proton kinetic energy TR
(derived from measured amplitude A)

δt = t− t0 − tof = t− t0 −
L

c

√
mp

2TR(A)
(4)

Here, L = 769 mm is the distance to detector, c is speed
of light, and t0 is the time offset. Since the δt distribution
is dominated by the beam bunch longitudinal profile, it
is expected to be the same for all Si strips.

Second, we have to verify that missing mass MX (the
effective mass of the scattered particles) is equal to the
beam particle mass M . This condition may be written
as

zstrip − zjet = L

√
TR

2mp

Ep +m2
p/M

Ep −mp + TR
= κ

√
TR (5)

Here, zstrip and zjet are z-coordinates of recoil proton
in the detector and in the jet (scattering point), respec-
tively. For elastic scattering, the event rate dependence
on recoil proton energy can be described as

dN/d
√
TR ∝

√
TR (dσ/dt)el f(κδ

√
T ) (6)

where f(z) is jet target density profile and

δ
√
T =

√
TR −

√
Tstrip (7)

Here, Tstrip is recoil proton energy corresponding to the

strip center (κ
√
Tstrip = 〈zstrip〉 − 〈zjet〉). Since the δ

√
T

distribution is dominated by the jet density profile it has
to be the same for all Si strip. If so, it is convenient to
use the δ

√
T for elastic event selection cut.
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FIG. 5. Elastic event isolation in blue detector in the 10 GeV dAu run. Event selection cuts are show by red lines. The δ
√
T

cut is applied for events in the δt histogram, and the δt cut is applied in the TR histogram.

The efficiency of this cut may be affected by detec-
tor misalignment during installation and by corrections
∼ bMF/

√
TR, |bMF| . 1 mmMeV1/2 due to recoil proton

track bending in the holding magnetic field. A method
to evaluate these corrections with accuracy ∼100 µm was
developed [6, 8]. However, for our current understand-
ing of HJET geometry and the holding magnetic field,
we observe a discrepancy which may be described as a
possible correction to the measured kinetic energy,

∆
√
TR ≈ 0.035 + 0.009

√
TR, MeV1/2 (8)

Since the source of discrepancy is not identified yet, we
currently have to interpret the Eq. (8) as a possible sys-
tematic error 〈∆T/T 〉 ≈ 3% or 〈∆T 〉 ≈ 0.18 MeV in a
recoil proton kinetic energy measurement.

V. SPIN DEPENDENT ASYMMETRIES

Number of events detected in left/right detectors (rel-
ative to the beam direction) depending on the jet polar-
ization (↑↓) may be approximated as

N↑↓
LR ∝ (1+η↑↓ηLRPjet〈AN 〉) · (1+ηLRε) · (1+η↑↓λ) (9)

where 〈AN 〉 is average analyzing power in the measure-
ment, ε is left/right acceptance asymmetry, λ is up/down
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FIG. 6. Molecular hydrogen flow in HJET.

luminosity asymmetry, and ηab equals to +1 if a and −1
if b. Equations (9) have an exact solution

Pjet〈AN 〉 =

√
N↑
LN

↓
R −

√
N↑
RN

↓
L√

N↑
LN

↓
R +

√
N↑
RN

↓
L

(10)

and similar expressions for λ and ε. Actually this is a
systematic error free measurement of analyzing power if
〈AN 〉 is the same for left/and right detectors, acceptance
asymmetry ε does not depend on the spin direction, and

δP = |P ↑
jet| − |P

↓
jet| = 0. However even in this case we

actually measure only effective analyzing power which is
generally modified by background and/or errors in energy
calibration

δAN =
b

1 + b

(
A

(bgr)
N −AN

)
− 2mp

dAN (t)

dt
δTR (11)

where b is background to signal ratio and A
(bgr)
N is ef-

fective analyzing power for background events. In most

cases, A
(bgr)
N = 0 for the jet polarization asymmetry. Ac-

tually, δAN may be considered as a systematic error in
definition of the analyzing power. Generally, it is not the
same for left and right detectors.

In a first order approximation, systematic errors in

Strip Number
0 5 10

E
ve

nt
s 

/ S
tr

ip

410

510
1/2<1.52 MeVRT1.50< = 2.68 mmσ

b = 4.7 %

FIG. 7. The jet density profile measured by histogramming
good events rate in Si strips of one detector. b is the flat
background to elastic signal ratio in the jet center.
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FIG. 8. Background subtraction in very high background data. The gray filled histograms shows event distributions before
background subtraction, the blue histograms are distributions after subtraction. Red lines show event selection cuts.

asymmetry measurements may be summarized as

PjetδA
syst
N = Pjet

δA
(L)
N + δA

(R)
N

2
+
δεL − εR

2
(12)

δλsyst = Pjet
δA

(L)
N − δA(R)

N

2
+
δεL + εR

2
(13)

where δA
(L,R
N and εL,R are average corrections in

left/right detectors for analyzing power and for accep-
tance dependence on the jet polarization, respectively. If

only one of the corrections δA
(L,R)
N , δεL,R is non-zero,

there is a strict correlation between systematic errors
in measurement of analyzing power AN and luminosity
asymmetry λ. Since the measured λ(t) has to be inde-
pendent of recoil proton energy TR, the measured λ(TR)
dependence may provide an evaluation of systematic er-
rors in the analyzing power measurements.

VI. BACKGROUND

In HJET, two main sources of background are contam-
ination of the jet by hydrogen atoms bound into unpo-
larized proton molecule (molecular hydrogen) and beam
scrapping (here, the beam scattering on any non-proton
targets).

As it shown in Fig. 6, molecular hydrogen fills the scat-
tering chamber 6 by diffusion from the Chamber 7 (scat-
tered and recombined jet atomic hydrogen) and Chamber
5 (unfocused hydrogen atoms recombined to molecules).
We can expect that density profile for molecular hydro-
gen is much larger than for the atomic hydrogen in the
jet. Such a wide spatial distribution allows us to properly
account the molecular hydrogen and subtract it from the
jet data.

As it follows from Eq. (5), for elastic scattering and
fixed recoil energy TR, the events distribution in silicon
strips of one detector (see Fig. 7) is just a histogram of
the longitudinal profile of the jet density. Contribution
from scrapping events is also expected to has flat dis-
tribution in Fig. 7 because detector’s acceptance angle
is small and there is no strict correlation between recoil
proton kinetic energy and direction.

As result, all background, except for molecular hydro-
gen in the jet core, is expected to have flat distribution
in Fig. 7 and, thus, may be subtracted using standard
methods. For every detector, the background rate may
be determined as a function of δt and TR. To account
properly possible spin correlated effects associated with
background it has to be evaluated separately for every po-
larization state. The results of background subtraction
is demonstrated in Fig. 8. For illustration purposes we
used data with unusually high background level. Even
in this case the method works well. Inspecting the re-
sults of background subtraction we found that inaccu-
racy of background subtraction does not exceed 10% of
the background level which means a dilution to a sub-
percent level of the residual background contribution to
the elastic data.

VII. SYSTEMATIC ERRORS

A. Noise dependence on the jet polarization

It was found in RHIC Run 15 (pp, 100 GeV) data anal-
ysis that the HJET negative polarization cavity induces
significant electronic noise in one blue detector [8]. This
noise affects the efficiency of event selection cuts (espe-
cially for low TR) and results in a non-zero contribution
εL > 0 to Eqs. (12,13). By optimizing the cuts, this sys-
tematic error was strongly suppressed and was actually
observed only for TR . 1 MeV. In Run 16, the effect was
significantly suppressed, but not totally eliminated. We
do not expect and do not observe, in a glance, any visible
systematic errors associated with this noise. However an
exhaustive study has not been carried out yet.

B. Molecular hydrogen background

A special study of molecular hydrogen distribution was
performed in Run 16. The jet was turned off and molec-
ular hydrogen background was emulated by injection of
hydrogen gas to the Chamber 7. The test run was taken
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FIG. 10. Event rate distribution in blue left bottom detector in the empty tar-
get(left) and regular(right) runs.

with a single (blue) Gold beam. The event rate distri-
bution (the molecular hydrogen profile) in all Si strips
is shown in Fig. 9. The molecular hydrogen density
may be approximated by a Gaussian distribution (solid
black line), about 30 times wider compared to the jet
density profile. It means the almost flat distribution of
molecular hydrogen background in Fig. 7. However, the
distribution in Fig. 9 is strongly shadowed by collima-
tors in HJET construction. The normalization of the
molecular hydrogen distribution was done by two meth-
ods (i) by comparing pressure in the scattering chamber
in the test and in a regular data taking runs and (ii) by
searching in regular runs a bump seen in yellow detectors
(zstrip < 0) in Fig. 9. Both methods gave consistent re-
sults of bMH = 0.9±0.3% for integrated molecular hydro-
gen contamination in the jet. The actual event selection
cut of |δ

√
T | < 0.4 MeV1/2 was accounted in this value.

Due to collimators, only δbMH = 0.3±0.1% of the molec-
ular hydrogen contamination was actually subtracted in
the data analysis. In a similar way we also evaluated
that molecular hydrogen contribution (coming directly
from the dissociator) in the jet core is bMH = 0.4± 0.2%.
In the data analysis, the molecular hydrogen background
may be accounted by a correction to the jet polarization
value. Summarizing, the effective hydrogen polarization
in the jet was estimated as

P
(eff)
jet = Pjet/(1 + bMH) = 94.8± 0.5% (14)

C. Beam Scrapping

Another collimator related issue was found in an empty
target (jet off) run. In this case, only scrapping back-
ground is detected and we could expect the same rate
in all Si strips. This assumption was clearly violated in
blue left detectors (see Fig. 10). Since the observed en-
ergy/strip distribution is strongly overlapped with the
elastic scattering distribution, this background is not be-
ing subtracted. The situation may be described by a

correction δA
(R)
N < 0 in Eqs. (12,13) which results in

  [MeV]RT
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)

λ
0.02−

0.01−

0.00

0.01

0.02

FIG. 11. Measured λ(t) asymmetry for Deuterium (blue) and
Gold (red) in the 10 GeV/n run. The discrepancy for TR <
3 MeV can be attributed to the beam scrapping background
(VII C).

correlated systematic errors

δAsyst
N (t) = −δλsyst(t) (15)

for low TR < 2.5 MeV recoil proton energies. The mea-
sured dependence λ(t) shown in Fig. 11 clearly indi-
cates the contribution of this background to the p↑d re-
sults at low momentum transfer. Comparing the mea-
sured λ(t) for Deuterium beam with the average value
at TR > 3 MeV we can calculate systematic error correc-
tions to the measured analyzing power.

D. Inelastic Scattering

A possible contribution of inelastic scattering

p↑A→ p+X, MX = M + ∆ (16)

requires a special consideration. In HJET, such a process
may manifest itself by increasing recoil proton angle (5)

κ→ κ×
(

1 +
2mp∆

TREp

)
(17)

For 100 GeV, HJET geometry does not allow us to detect
inelastic processes if ∆ > 150 MeV. For 10 GeV beam
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FIG. 13. Preliminary results for p↑p (•
and • for blue and yellow beams, respec-
tively), p↑Al (H), and p↑Au (�) analyzing
powers measured with 100 GeV/n beams
in RHIC Run15.

this threshold is ∼15 MeV. The detected inelastic events
may be indicated by an excess of background events in Si
strips with high numbers in the jet profile distribution in
Fig. 7. Inspecting such histograms we did not find any
evidence of inelastic events at a 0.3% level.

However, it should be pointed out that the used
method is not sensitive to “quasi-elastic” processes with
small ∆. Possible sources of such processes are proton
scattering on spectator nucleon in the nucleus [9] and
photonuclear reactions [10]. An accurate measurement
of parameter κ may indicate such a background. At a
first look, we can not exclude 〈∆〉 ∼ 1 MeV for Deu-
terium data. However, more study is still needed for a
confident conclusion.

VIII. RESULTS

Preliminary results of measurement of analyz-
ing power for p↑d and p↑Au elastic scattering at
9.8, 19.5, 31.2 ,and 100 GeV/n are given in Fig. 12.
Only statistical errors are shown. For Deuterium, the
systematic error correction was applied at low TR as de-
scribed above. From analysis of fluctuation in λ(t) we
estimated an upper limit for systematic errors in every
measured point as σsyst . 0.002. Possible systematic er-
rors in determination of −t = 2mpTR were discussed in
section IV.

One can see that p↑d analyzing power for 10 GeV/n
is significantly different compared to 20-100 GeV/n. For
p↑Au the analyzing power is almost independent of the
beam energy for −t < 0.005 (GeV/c)2 but strongly beam
energy dependent for −t ∼ 0.010 (GeV/c)2. It is also in-
teresting to note that proton-Gold AN (t, Ep) dependen-
cies have some common features with the p↑p scattering
[11] (however with significantly different −t scale).

For comparison, preliminary results for p↑p, p↑Al,
and p↑Au analyzing power measured in RHIC Run15 at
100 GeV are shown in Fig. 13. The horizontal 4.8 mrad
angle for Al and Au beams allowed us to extend the mo-
mentum transfer range. However for large −t, the re-
coil protons were detected only in the left detectors and
asymmetry was calculated simply by comparison statis-
tics with jet spin up and down. A required corrections
due to luminosity asymmetry λ were determined using
data with 3-8 MeV recoil protons.

To complete this experimental study we still need (i)
to resolve an issue with energy calibration, (ii) to opti-
mize separation of punched-throw and stopped recoil pro-
tons, (iii) to make evaluation of contribution of inelastic
events, (iv) investigate a possibility of parametrization
of elastic cross-section dσ/dt in these measurement, and
(v) routinely check all data for possible detector instabil-
ities during the measurements. We are also awaiting for
new theoretical parametrization for proton-Gold scatter-
ing [12].
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